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Abstract
GNSS-IR enables the extraction of environmental parameters such as snow depth by analyzing signal-to-noise ratio, indicat-
ing the strength of the GNSS signal. We propose a machine learning (ML) classification approach for snow depth retrieval 
using the GNSS-IR technique. ML classifier algorithms were studied to classify the strong and weak ground reflections 
using input parameters (azimuth angle, satellite elevation angle, day of year, amplitude of reflected signal, epoch number, 
etc.) as independent variables. GPS data collected by UNAVCO AB39 and daily snow depth data from SNOTEL Fort Yukon 
for a 6-year period (2015–2020) were considered. The first 4-year data were trained by some well-known ML classifiers to 
weight the input data and then used to classify the strong and weak signals. Tree-based classifiers, Random Forest, AdaBoost, 
and Gradient Boosting overperformed the other classifiers since they have more than 70% accuracy, so we performed our 
analysis with these three methods. The last 2-year data were used to validate both trained models and snow depth retrievals. 
The results show that ML classifier algorithms perform better results than traditional GNSS-IR snow depth retrieval; they 
improve the correlations by up to 19%. Moreover, the root-mean-square errors decrease from 15.4 to 4.5 cm. This study has 
a novel approach to the use of ML techniques in GNSS-IR signal classification, and the proposed methods provide a critical 
improvement in accuracy compared to the traditional method.
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Introduction

GNSS satellites continuously transmit electromagnetic sig-
nals, and these carrier signals can reach GNSS receivers 
in line-of-sight (LOS) or by reflection from one or more 
reflective surfaces. Direct and reflected signals interfere 
at the antenna phase center (APC) of the receiver, which 
has a characteristic effect on both the signal-to-noise ratio 
(SNR) data and the geometry-free linear combination of 
carrier phase observations (L4) (Ozeki and Heki 2012). By 

analyzing the effects of the reflected signals on the SNR 
or L4 data, some information related to the radiometric 
or geometric properties of the reflection surface can be 
obtained. This technique is referred to as GNSS Interfero-
metric Reflectometry (GNSS-IR). Compared to terrestrial, 
airborne, and spaceborne methods, the GNSS-IR has several 
advantages, such as a more optimum temporal and spatial 
resolution, more affordable instrument costs, and a global 
network of continuously operating reference stations (Larson 
et al. 2009).

Snow depth retrieval based on SNR data from geodetic 
grade GNSS receiver in a standard orientation was first 
revealed by Larson et al. (2009) and strong correlations 
between retrievals and in situ measurements were reported. 
After that, several researchers implemented SNR-based 
GNSS-IR studies. Gutmann et al. (2012) validate GNSS-
IR snow depth retrievals depending on SNR L2 frequency 
with manual and laser ranging snow depth measures and air-
borne LIDAR surveys using 8-month observation data. Dur-
ing the snow season, GNSS-IR retrievals yielded an RMSE 
of 13 cm as noted 10 cm of bias compared to laser data. 
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Larson and Nievinski (2013) expand their studies to deter-
mine available GPS sites from Plate Boundary Observatory 
(PBO) network for snow depth retrievals. Moreover, Hefty 
and Gerhatova (2014) analyzed both SNR data of L1 and L2 
signals and L4 and reported that compared with the manual 
measurements, snow depth retrievals provide consistency 
better than 5 cm, although in some period biases reach to 
10 cm. To assess the performance and feasibility of SNR 
L1 data on snow depth retrieval studies, Larson and Small 
(2016) analyzed L1 SNR data provided from 23 sites for 
5-year period and compared retrieval results with SNR L2C 
results and in situ measurements. SNR L1 results compared 
to SNR L2C results provide a mean bias of 1 cm with a cor-
relation of 0.95. Apart from the studies using single signal 
frequency or dual-frequency combination, Yu et al. (2015) 
proposed an approach using SNR combination of GPS triple 
frequency (i.e., L1, L2 and L5) signals. They defined the 
relation between reflector height change and spectral peak 
frequency and found improvement in results compared to 
current studies. Then, Zhou et al. (2019) proposed a method 
to improve the results using SNR combination of GPS triple 
frequency signals by modeling to reduce the random errors. 
Results from two GPS sites show strong agreement with 
in situ measurements with correlations of 99% and 97%.

In recent years, machine learning (ML)-based retrievals 
have been conducted by several researchers. More accurate 
results can be obtained by ML, as they are data-based and 
able to build robust modeling of the relation between input 
and output data (Chu et al. 2020). Studies in the literature 
especially focus on ML-based retrievals with GNSS-reflec-
tometry (GNSS-R) method. Liu et al. (2019) applied an 
ocean surface wind speed estimation with GNSS reflections 
and trained delay-Doppler Map observables using a multi-
hidden layer neural network. According to the results, ML-
based retrieval brings a better solution than the conventional 
wind speed retrieval method. Wang et al. (2020) conducted a 
study for snow depth retrieval based on deep learning meth-
ods by combining GNSS-R estimates, in situ data, and satel-
lite observations with 25 GNSS-R stations in Alaska from 
2008 to 2017. Jia et al. (2020) implied an ML approach for 
solving the uncertainty of physical characteristics of sites, 
complexity, and nonlinearity of the inversion process in the 
retrieval of the soil moisture content with GNSS-R data 
acquired from airborne and in situ observations. This study 
proves that ML-based soil moisture retrieval from GNSS-R 
data gives effective and encouraging solutions. Zhan et al. 
(2022) proposed a snow depth retrieval approach by com-
bining existing satellite data using back propagation neural 
network (BPNN).

Excluding the research by Wang et al. (2020) and Zhan 
et al. (2022), ML-based studies using reflected GNSS signals 
have focused specifically on analyzing or fusing spaceborne 
and airborne data. However, Wang et al. (2020) used snow 

depth products provided by the PBO H2O ground-based 
GNSS-R network (Larson and Nievinski 2013) as true val-
ues and combined them with in situ data to increase the sta-
tion density of the sample data used for deep learning-based 
snow depth retrieval. Here, they used the deep learning 
approach not for the analysis of GNSS signals, but for the 
combination of GNSS-R products with other data. Similarly, 
Zhan et al. (2022) used BPNN for the fusion of snow depths 
obtained with data from different satellites.

The ground-based GNSS-R has some challenges related 
to the characteristics of the station such as the effect of the 
site environment on the signals. Considering that a site-
specific assessment is required, as the multipath is very 
dependent on the characteristics of the receiver and the near 
environment, choosing the appropriate variables such as 
elevation and azimuth angle limits, and minimum number 
of epochs is very crucial but complicated in the traditional 
GNSS-IR analysis procedure. Due to the nonlinearity of 
the relationship between these variables and results, strong 
and weak reflective signals (hereafter referred to as ‘good’ 
and ‘bad’, respectively) are difficult to classify by taking 
all these variables into account. Considering its ability to 
easily identify trends and patterns in multidimensional and 
multivariate data, it may be possible for ML algorithms to 
classify SNR signal sections, i.e., GNSS-IR signals, as good 
and bad. With this motivation, we developed an ML-based 
signal classification approach using eight variables, which 
are related with the properties of GNSS-IR signals, are used 
as inputs. First, we examined the training performance of 
eight ML algorithms using 4-year (2015–2018) L1 SNR 
data from AB39 station in the UNAVCO network. Three 
ML algorithms, Random Forest (RF), AdaBoost (AB), and 
Gradient Boosting (GB) outperformed the others. Hence, 
we validated these algorithms with 2019 and 2020 data. 
Moreover, we compared GNSS-IR snow depths estimated 
by signals classified as ‘good’ by these ML algorithms for 
the same years, with both traditional GNSS-IR results and 
SNOTEL snow depth measurements. The results show that 
ML-based classification approach significantly improves 
GNSS-IR snow depth estimations.

First, the SNR-based GNSS-IR snow depth retrieving 
procedure and the inputs used in the ML-based classification 
approach are given. The study area and data are described 
in the following section. Then, traditional and proposed 
approaches are represented, and their results are discussed 
in terms of classification and snow depth estimation perfor-
mance. Finally, the study is concluded.

Snow depth retrieval with GNSS‑IR

The GNSS SNR data can be expressed with the following 
equation (Bilich et al. 2008; Larson and Nievinski 2013).
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where  Ac is the amplitude of the composite signal, Ad and 
Am are the amplitudes of direct and reflected signals, respec-
tively, and Δ� is the relative multipath phase. The multipath 
is dominant at low elevation angles, and as GNSS satellites 
move on the sky, SNR is expressed as a function of satel-
lite elevation angle. Since Ad ≫ Am , the contribution of the 
direct signal on SNR data can be eliminated by a low order 
polynomial. After eliminating the direct signal contribution 
over SNR, the remaining, namely detrended SNR (dSNR), 
can be formulated as

where Am and � are the amplitude and phase offset of the 
reflected signal, respectively; � is the wavelength; h is the 
reflector height; and � is the elevation angle. The h is related 
to the dominant frequency of dSNR data, which can be 
expressed as f = 2h∕� . By using the sine of the elevation 
angle as the independent variable, the dominant frequency 
can be estimated by Lomb–Scargle periodogram (LSP) anal-
ysis. Once f  is obtained, the reflector height can be com-
puted from h = f�∕2 . Then, snow depth can be retrieved 
using reflector heights.

In the SNR-based GNSS-IR analysis, several variables 
about the GNSS signals are considered. Since multipath 
is dominant at low elevation angles, fluctuations on SNR 
data can be generally tracked in low angle ranges such as 
5–25, 5–30, 0–25, 0–30 degrees. The other angle mask that 
should be implemented to data is the azimuth angle, which 
shows the direction of the receiving signal. If the informa-
tion about the site environment is available, azimuth ranges 
that are free of obstructions (e.g., buildings, trees) in signal 
transmission with the satellite and facing a reflection area 
of interest (sea, ice, soil, vegetation, etc.) are preferred. It is 
usually reasonable to manually select azimuth mask when 
there is direct access to the station or when there are auxil-
iary materials, such as photographs, satellite imagery, and 
digital elevation model, of the station. However, the selec-
tion of the appropriate azimuth mask is also problematic, 
as these materials are unavailable for some stations, or they 
are not sufficient to use. Furthermore, significant structural 
changes may occur in the site environment. The other impor-
tant variable is amplitude. The amplitude of the multipath 
signal is related to the antenna gain pattern, roughness, and 
dielectric constant of the reflecting surface (Larson et al. 
2009). Additionally, day-of-year (DoY) is used to determine 
the snowless and snowy days (Larson and Nievinski 2013). 
For daily estimations, the first epoch of SNR indicates the 
related day to be involved in the analysis (Larson and Niev-
inski 2013). In addition, reporting all satellites as ascending 
and descending arc segments (Bilich et al. 2008) enables to 

(1)SNR2
≡ A2

c
= A2

d
+ A2

m
+ 2AdAm cosΔ�

(2)dSNR = Am cos
(

4�h

�
sin � + �

)

achieve availability of the satellites. In each arc segment, 
enough epochs should be reported to compute the LSP with 
desired spectral resolution (Larson and Nievinski 2013). 
Another important issue is the comparison value, called 
peak-to-background noise (PBN) ratio, which is a criterion 
used in many studies. It can be defined as the ratio of the 
peak amplitude in the periodogram to the background noise. 
The choice of PBN ratio is rather arbitrary, i.e., 2 in Löfgren 
et al. (2014), 2.5 in Larson et al. (2013), 3 in Wang et al. 
(2019), and 4 in Li et al. (2021). Although the signals meet 
the PBN condition, they may cause incorrect estimations 
compared to in situ measurements. Therefore, it cannot be 
said that a signal classification based on the PBN is success-
ful in all conditions.

Study area and data description

The study area covers the AB39 GPS station 
(φ = 66.55935°N; λ = 145.21263°W; h = 147.693 m) located 
in the state of Alaska, USA, operated by UNAVCO and its 

Fig. 1  GPS and SNOTEL sites: AB39—south view (top), Fort Yukon 
(bottom)
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surroundings. GPS data collected by AB39 between 2015 
and 2020 were evaluated. To verify the GNSS-IR snow depth 
estimates, in situ snow depth measurements from the Fort 
Yukon climate station (φ = 66.57050°N; λ = 145.24553°W; 
h = 131.064 m) in the SNOTEL network were used. Figure 1 
shows the GPS and SNOTEL sites (https:// www. unavco. org/ 
and https:// wcc. sc. egov. usda. gov/).

First, LSP analysis of S1 data from 5 to 25 degrees 
elevation angles was performed. No azimuth mask or 
PBN condition was applied. GNSS-IR Analysis Software 
(GIRAS), which is open-source MATLAB-based soft-
ware, was utilized to estimate the frequency, amplitude, 
and phase of GNSS-IR signals (Altuntas and Tunalioglu 
2022). The frequencies were converted to reflector height 

Table 1  Training and validation data sets derived from AB39

Years GC range (cm) Number of GC 
samples

Number of BC 
samples

Total 
number of 
samples

Input data sets to train the classifier (3 sets) 2015–2018 0–10 40,740 115,163 155,903
0–15 55,503 100,400 155,903
0–20 67,112 88,791 155,903

Validation data sets to assess and compare the predic-
tive performance of the trained classifiers (6 sets)

2019 0–10 11,037 27,663 38,700
2020 0–10 11,151 27,526 38,677
2019 0–15 15,074 23,626 38,700
2020 0–15 15,358 23,319 38,677
2019 0–20 18,348 20,352 38,700
2020 0–20 18,764 19,913 38,677

Fig. 2  Flowchart of the pro-
posed ML-based work. Data 
pre-processing involves data 
preparation, undersampling for 
class balance, data standardiza-
tion, and train-test splitting. 
Classifier training helps obtain 
trainer models with tuned 
hyperparameters. The valida-
tion step entails performing new 
classification tasks on new data 
sets. The snow depth retrieval 
step involves the procedure 
of obtaining GNSS-IR snow 
depths using classification out-
puts and comparing them with 
SNOTEL measurements

https://www.unavco.org/
https://wcc.sc.egov.usda.gov/
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and then snow depth. Absolute differences between each 
GNSS-IR snow depth estimate and the SNOTEL meas-
urement were calculated. These values were used to clas-
sify GNSS-IR signals as ‘good’ or ‘bad’. Considering that 
the snow depth estimations obtained with GPS SNR data 
during the snow season may have biases of 10 cm (Gut-
mann et al. 2012), and additionally, there is an overall 
bias of 8.5 cm between the snow depths obtained from the 
AB39 and Fort Yukon station data, three different ranges 
for the ‘good’ class (GC) were selected: (1) 0–10 cm; (2) 
0–15 cm; and (3) 0–20 cm. Signals whose estimates had 
absolute differences outside of these ranges were classi-
fied as ‘bad’ (BC). Finally, three alternative input data 
sets using three ranges were prepared for classification 
purposes. We used a collection of signals from AB39 cov-
ering the period of 2015–2018 to train our ML classifiers. 
Since we selected three ranges for classifying the GC and 
BC, three different model training were performed. The 
trained models were separately validated with signals cov-
ering the years 2019 and 2020 and compared to each other. 
Ultimately, there are six different validation data sets with 
three different ranges covering two different years. Table 1 
gives the details about the input data sets to train the clas-
sifiers and validation data sets to assess and compare the 
predictive performance of the trained classifiers.

The signal quality (BC or GC) is the target variable for 
the classification task. Since we have only ‘good’ or ‘bad’ 
classes for the signal quality, the task becomes a bi-class 
classification. The independent variables are the satellite ID, 
first epoch, number of epochs, minimum elevation angle, 
elevation angle range, mean azimuth angle, day of year, and 
peak amplitude of the periodogram. Once the classifier mod-
els are trained using the input data sets, the trained classifiers 
are used to predict the output signal quality labels on valida-
tion data. In the end, these predicted signal quality classes 
are compared with the results obtained from the traditional 
GNSS-IR estimation. The flowchart of our ML-based work 
is demonstrated in Fig. 2.

Methods and materials

In this section, the analyzing strategies of both approaches, 
traditional GNSS-IR and ML, were introduced. First, crite-
rions selected depending on azimuth and satellite elevation 
angles and PBN for the Traditional Approach (TA) were 
briefly explained. Then, ML approach was discussed after 
assessments of the classification, test, and validation stages.

Traditional GNSS‑IR approach

Azimuth and elevation angle masks are of great impor-
tance in the analysis of GNSS SNR data. Generally, signals 

from low satellite elevation angles, where the multipath is 
intense, are evaluated. The azimuth mask is applied to con-
sider only reflections from surfaces of interest, excluding 
angles, where reflections from the ground may be irregular. 
Another important criterion in the TA is the PBN ratio of 
the LSP. This ratio is used to distinguish data with strong 
reflection. Since some azimuth ranges cannot be used due 
to natural or manmade obstacles (Larson and Small 2016), 
in the implementation of the TA, the azimuth ranges were 
selected as 0–80 and 95–360 degrees by interpreting the 
photos and satellite images of the AB39 GPS site. Moreo-
ver, the satellite elevation angle range was selected as 5–25 
degrees by following Larson et al. (2009). SNR data sections 
with a satellite elevation angle range of less than 5 degrees 

Fig. 3  Initial mean training accuracies of tested ML classification 
algorithms for 4-year period (70% of bias considered for performance 
assessment)

Table 2  Best combination of hyperparameter values derived from 
GridSearchCV

Algorithm Hyperparameter Value

RF n_estimators 300
max_features 3
max_depth None
criterion Gini

GB learning_rate 0.1
n_estimators 300
max_features 0.3
criterion Mean squared error

AB random_state 7
learning_rate 0.001
n_estimators 100
algorithm SAMME
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were excluded from the evaluation. The minimum PBN ratio 
was selected as 3.

Machine learning approach

Step 1—pre-processing: ML algorithms tend to work well 
on data sets with equally distributed classes. In most cases, 
there is an imbalance problem in class distribution, and the 
raw data needs to be resampled (Japkowicz and Stephen 
2002). We implemented a random undersampling process 
on our three alternative input data sets. As seen in Table 1, 
while the raw data sets consist of more BC samples, the 
undersampled data sets have the same number of samples 

for both classes after randomly omitting bad signal sam-
ples. Furthermore, to assess the training accuracy of any 
ML model, typically, the input data set is split into two 
sub-sets as training and test sets. We preferred to use 90% 
of the samples for stronger model training and 10% of the 
samples for testing the accuracy of the model.

Step 2—classifier training: We implemented a quick 
classification scheme using multiple algorithms at once 
to evaluate the initial fitting behavior of each selected 
algorithm. We tested support vector machine, adaptive 
boosting (AdaBoost, AB), random forest (RF), gradient 
boosting (GB) classifiers, K-nearest neighbors, logis-
tic regression, and linear discriminant analysis. In three 

Fig. 4  Statistical performance 
comparisons of validation 
results of selected ML algo-
rithms for different GC ranges: 
0–10 cm (top), 0–15 cm (mid-
dle), 0–20 cm (bottom)
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alternative data sets, RF, AB, and GB classifiers showed 
more than 70% mean accuracy (Fig. 3). Therefore, we 
decided to proceed with the classification task with these 
three classifier algorithms. These three selected algorithms 
are examples of tree-based ensemble methods that produce 
a series of classifiers and then classify all data samples by 
taking a weighted score of their iterative class predictions 
(Dietterich 2000). As aforementioned, we collected data 
created from a mix of observations covering the period 
between 2015 and 2018 to train our classifiers. Once the 
classifier is trained and its accuracy is assessed, this clas-
sifier can be used for predicting the new unknown values. 
Hence, we made predictions on observations in 2019 and 
2020 separately to discover which observations belong to 
the GC or BC.

RF, developed by Breiman (2001), is a variation of deci-
sion trees, and it generalizes the model by training different 
combinations of the data set on different features. Therefore, 
RF is found to be very robust to overfitting. The AB classi-
fier algorithm was developed by Freund and Shapire (1997). 
AdaBoost, short for “Adaptive Boosting”, boosts the clas-
sification process by combining a group of decision trees 
known as weak classifiers to form a stronger one. After each 
round, the samples are reweighted to detect misclassified 

samples in the previous round. This sequence stops at a pre-
defined threshold, and a weighted group of weak classifiers 
forms a stronger classifier. GB is another supervised ML 
algorithm developed by Friedman (2001). Both AB and GB 
classifiers are based on the concept of producing multiple 
classifiers to average their performance to find out the best 
one. AB tries to up-weight misclassified samples from the 
previous rounds, while GB tries to detect the samples with 
larger residuals in each round.

Hyperparameters are the non-constant variables which 
should be tuned before building the model for the best pre-
diction results (Schratz et al. 2019). We tuned the hyper-
parameters of three selected classifiers by implementing a 
GridSearchCV method. It utilizes different combinations of 
selected hyperparameters, computes the model with each 
combination, and illustrates the best one (Pedregosa et al. 
2011). Table 2 shows the values of tuned hyperparameters.

The feature importance analysis explains the contribu-
tion of each independent variable to the inner performance 
of the classification (Grömping 2009). To do so, we imple-
mented Permutation Feature Importance (PFI), which was 
introduced by Breiman (2001) for tree-based models. The 
model accuracy in PFI analysis here is measured only with 
R2 for test data.

Fig. 5  Feature importance for 
selected ML algorithms. Sat. 
ID, NoE, min (E), mean (A), 
range (E), and DoY indicate the 
satellite ID, number of epochs, 
minimum satellite elevation 
angle, mean satellite azimuth 
angle, satellite elevation angle 
range, and day of year of the 
GNSS-IR signal, respectively
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To assess the performance of each ML algorithm on our 
training data, an accuracy score is utilized, as formulized 
below:

where yi is the true class value and ŷi is the predicted class 
value of any sample.

Step 3—validation on new data: After the classifier is 
trained, new predictions for observations in 2019 and 2020 
individually are to be done to determine the classes of the 

(3)accuracy(y, ŷ) =
1

nsamples

nsamples−1
∑

i=0

1
(

ŷi = yi
)

signal quality. To assess the prediction performance of pro-
posed classification algorithms on validation data, we used 
four other performance metrics: F1-score, area under ROC 
curve, precision, and recall. To calculate these metrics, a 
confusion matrix, which presents the core for assessing the 
performance, is required. The confusion matrix consists of 
four diagonal elements: True Positive (TP), False Negative 
(FN), False Positive (FP), and True Negative (TN). The pre-
cision, recall, and F1-score are computed as follows:

(4)Precision = TP ∕ (TP + FP)

Fig. 6  Snow depth retrievals 
obtained using AB39 GPS 
L1 SNR data for the years 
2019–2020 for different GC 
ranges: 0–10 cm (top), 0–15 cm 
(middle), 0–20 cm (bottom)
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The last metric we used is the area under ROC curves 
(AUC). AUC is a final measure to see the capability of our 
classifiers to distinguish between two classes.

Step 4—snow depth retrieval: Frequency values of 
GNSS-IR signals were converted to snow depth values. 
Daily median values of GNSS-IR snow depths estimated 
by signals labeled as ‘good’ by ML classifiers were taken as 
daily GNSS-IR snow depths. Finally, GNSS-IR snow depths 
obtained with different approaches were compared with 
in situ measurements in terms of correlation and RMSE.

Results and discussion

This section addresses the results in two subsections. First, 
validation results of ML classifiers, RF, GB, and AB, were 
expressed according to three signal quality classes. Then, 
feature importance values for model training were reported. 
In the next subsection, daily snow depth retrievals from tra-
ditional GNSS-IR and ML-based approaches were compared 
with in situ measurements. The performance of approaches 
was discussed with statistical analysis, i.e., correlations, 
RMSEs and slope values.

Classification results

Figure 4 shows the results of classification tasks using vali-
dation data sets from 2019 and 2020. Alternative validation 
data sets do not affect model training because both data sets 
with three distinct GC ranges have nearly the same training 
accuracy (around 0.85). Therefore, we did not notice any 
effect of the year and GC range selection on model training 
performance, possibly due to symmetry in the variables of 
both years. RF outperforms AB and GB for training accu-
racy. On the other hand, other indicators can be used to ana-
lyze the quality of the classification performance. With GB 
and RF classifiers, precision, recall, and F-1 scores reach 
around 0.75, whereas AB fluctuates between 0.65 and 0.70. 
Such precision and recall scores demonstrate the ability of 
ML classifiers to predict good signals correctly. Similarly, 
F-1 scores show that ML classifiers are not quite vulner-
able to class distribution in validation data sets that are not 
evenly distributed. The AUC ratings reflect overall accuracy, 
and it appears that ML classifiers accurately predicted three-
quarters of the signal quality classes. Figure 5 shows the 
feature importance values for model training. According to 

(5)Recall = TP ∕ (TP + FN)

(6)F1-Score = 2∕

(

1

precision
+

1

recall

)

Fig. 7  Comparison of snow depths retrieved with different classifica-
tion conditions using AB39 GPS data for the years 2019–2020. The 
figure consists of two subsections showing the 2019 results in the 
first four rows and the 2020 results in the last four rows. GNSS-IR 
ML snow depths are shown in both subsections for three GC ranges: 
0–10 cm (rows 2 and 6), 0–15 cm (rows 3 and 7), and 0–20 cm (rows 
4 and 8). Snow depths from GNSS-IR TA are shown in rows 1 and 5. 
The red, blue, orange, and green dots represent the results of TA and 
the RF, GB, and AB algorithms, respectively. The gray dashed lines 
show the linear regressions
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the results, the mean azimuth degree is the most contributing 
feature class for the training of ML classifiers.

GNSS‑IR results

The time series of snow depths obtained with both ML-
based approach and TA, and measurements of the SNOTEL 
site (i.e., in situ values) are shown in Fig. 6. For the GC: 
0–10 cm range, ML algorithms (with RF giving the best 
results) provide more compatible estimations with SNOTEL 
measurements compared to TA. For the same GC condition, 
the GB and AB algorithms could not detect the snow melt 
in May, and the estimates were decreased to around 0 cm 
with a delay of about one month (Fig. 6, top). These algo-
rithms also failed to yield consistent results with the increase 
in snow depth in the last two months of 2020 (Fig. 6, top 
right). However, changing the GC condition from 0–10 cm 
to 0–20 cm enables the GB and AB algorithms to detect 
snow melt in May (Fig. 6, left column). Furthermore, this 
change enables the GB algorithm to detect the snow depth 
increase at the end of 2020, while the AB algorithm cannot 
do so (Fig. 6, right column). It can also be seen in Fig. 6 that 
although there are large errors in the estimations of the TA 
for June and November 2019 and November 2020, all three 
ML algorithms provide much better results for the same 
period. Thus, it can be said that ML algorithms are more 
effective in excluding individual estimations that worsen 
daily ones.

Comparisons of GNSS-IR snow depth estimates were 
obtained with TA and ML algorithms, and SNOTEL meas-
urements, including coefficient of determination (R2), slope 
(m), and RMSE values, are shown in Fig. 7. It is seen that 
a slope close to 1, high correlation, and low RMSE values 
are obtained with GC: 0–20 cm using the GB and AB algo-
rithms. A general summary of the correlation and RMSE 

results is given in Table 3. Accordingly, the RF algorithm 
provided the highest correlation and lowest RMSE values 
as 98.1% and 4.5 cm, respectively, with 2019 data for GC: 
0–10 cm. This represents an improvement of up to 19% in 
correlation and a decrease of about 11 cm in RMSE com-
pared to the TA. Moreover, it can be said that each of the ML 
algorithms gives better results than TA in terms of correla-
tion and RMSE when GC: 0–20 cm is selected.

Conclusion

We investigated the feasibility of ML-based snow depth 
retrieval using GNSS SNR data. The ML-based estimates 
provided from three classifiers (RF, GB, and AB) are com-
pared with the traditional GNSS-IR approach for 2-year data 
of one site by validating the results with in situ snow depth 
observations. The estimation performance of the methods 
is determined in terms of the correlation coefficient, slope, 
and RMSE values. Three GC ranges, 0–10 cm, 0–15 cm, 
and 0–20 cm are used to assess the predictive performance. 
ML algorithms trained with GC: 0–20 cm produced bet-
ter results compared to the results when the other two GC 
ranges were selected. Each ML classifier generally provided 
more accurate results than the TA, but we can say that the 
RF and GB methods were somewhat more successful than 
the AB method.

In the present study, we demonstrated the capabilities 
of ML algorithms for snow depth retrieval with GNSS-IR. 
The artificial intelligence approach, which is the general 
concept of ML, will be one of the cutting-edge topics in 
the near future for estimating soil moisture, vegetation 
water content, sea level, sea/lake ice, and snow depth/
accumulation, with the GNSS-IR. Here we used the ML 
approach for signal classification for the first time and 

Table 3  Correlations and 
RMSEs of snow depths 
estimated by the methods 
followed with SNOTEL 
measurements

Year TA GC range (cm) ML algorithms

RF GB AB

� (%) 2019 79.2 0–10 98.1 87.1 88.1
2020 89.4 90.4 88.4 77.2

RMSE (cm) 2019 15.4 4.5 11.2 10.8
2020 8.9 8.4 9.2 13.4

� (%) 2019 79.2 0–15 93.7 95.5 92.7
2020 89.4 93.3 94.8 81.5

RMSE (cm) 2019 15.4 7.9 6.5 8.5
2020 8.9 6.8 6.0 11.5

� (%) 2019 79.2 0–20 96.3 96.8 95.4
2020 89.4 95.4 95.3 89.7

RMSE (cm) 2019 15.4 5.9 5.4 6.8
2020 8.9 5.5 5.7 8.6
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showed that tree-based ML methods are quite success-
ful compared to the TA. Our next study will tend to deep 
learning methods that we think may provide compara-
ble estimation results thanks to hidden layers in weight 
optimization.
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